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Monte Carlo

Our goal is to compute
E[W(X)]

for some stochastic model X =~ )A((Z), for £ € N, which can only be sampled
approximately.
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Monte Carlo

Our goal is to compute
E[W(X)]

for some stochastic model X =~ )A((Z), for £ € N, which can only be sampled
approximately. Assume for w,~ > 0 that

E[W(X) = ¥(X)]| = 027"
Cost(X()) = 0(27)
Then a Monte Carlo estimator for a fixed L € N with 91 samples has cost

OM27h), bias O(2~), statistical error O(M~1/2). Complexity is
O(e=277/") for an RMSE «.
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Multilevel Monte Carlo

Assume we have an estimator A®)Y such that
. (0) —
Ea®Y] = Efv(xX™)] =0 .
E[Ww(X®)) —w(XE1)]  otherwise
with Cost(AY) = O(27%) and
Var[ A Y] = 0(272)

Then, write

00 L Ny
E[w(X)]=> E[aly] ZLZA“)Y
=0 e

=0

Then for same choice of L, and optimal choices of {‘ﬁg}gzo, the
complexity can be shown to be

-2

€ 2s > 7y
e 2|logel?> 2s =1
_n_ 25—
e 25 >y
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SDEs and Euler-Maruyama

Assume
d’ '
dXe = a(Xe)dt + > bi(Xe) AW,
i=1
for a, b; : RY — R9 and d’ mdependent Wiener processes (W)¢" ., and
use Euler-Maruyama with Atﬁ time-steps for the approximation

)%((’i)Jrl)Atz )%r(nite + 3<X,(,,£t ) Aty + Z b; ( e )A Wi

i i i ¢ (-1
where ApW/=(W/, 1 x, — Wiy, ) and set A(f)yzw(xl( N—w(x),
then for Lipschitz W,

E[w(X1) — w(X{))]| = O(An)
Cost(W(X{")) = O(ag?)
Var[A(Z)\A/] = O(At)

Hence complexity is O(c~?|log ¢|?).
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SDE and Milstein

Use Milstein scheme instead with At[l time-steps for the approximation

X0 vyae = Ko, +a(X0A, ) At + Zb (RS, ) BmW

3 ZZJ/»( R\ ha ) B RSN (B W B W — 572t —
i=1 j=1

where the Lévy area is defined as

N (m+1)At, st ) . ) .
A :/ / AWS W) — dW; dWi
mAt,

m
mAty

An)
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SDE and Milstein

Again, set AOY = w(XY) — w(XI™), then for Lipschitz W,

E[w(X) — (X))l = 0(an)
Cost(W(X(D)) = 0(at; + (d' — 1)(d — 2)At, )
Var[ AW Y] = 0(At)

Hence complexity is O(c¢~2) when d’ € {1,2} otherwise O(c~2|log|?).

We also get O(¢72) when the noise is commutative
I (x)bi(x) = Jp;(x) bj(x)

since A), = —AlL,.

Haji-Ali (HWU) Antithetic Milstein scheme for SPDEs KAUST, 28 May, 2024

6/27



Antithetic Milstein

(Giles & Szpruch, 2014) proposed the following scheme which depends on
Brownian increments only

K, e = XA, +2(RUL,) Bt + Zb (RS, ) BmW!

+3 Z Z Jb (Xr(ngAt > (Xr(rf)At )(Am WiAm W/ — 51',J'At5)
i=1 j=1

and a corresponding antithetic scheme, X9 that swaps the Brownian
increments between each two successive time steps.
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Antithetic Milstein

(Giles & Szpruch, 2014) proposed the following scheme which depends on
Brownian increments only

)%((m)+1)mg = xfﬁtg <X,§3t[) Aty + Z b; (X,(,fm )Am W'

+3 ZZJb (Xr(ngAt > (Xr(rf)At )(Am WiAij - 51',J'At5)
i=1 j=1

and a corresponding antithetic scheme, X9 that swaps the Brownian
increments between each two successive time steps.

Then they noted that for A()Y = %(W( (4)) + V(X ae))) (Xl(g_l)),
and a (relaxable) twice-differentiable W, the variance convergence is

improved to
Var[ A Y] = O(AtD).
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Stochastic Partial Differential Equations

@ Let H be a separable Hilbert space (e.g. H= L?(D)), T >0 and
consider the H-valued It6-SDE

dX(t) = [AX(t) + F(X(t))ldt + G(X(t))dW(t), te]0,T],

(Financial modeling, stochastic epidemic models, stochastic forcing in
heat transfer, filtering etc.)
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Stochastic Partial Differential Equations

@ Let H be a separable Hilbert space (e.g. H= L?(D)), T >0 and
consider the H-valued It6-SDE

dX(t) = [AX(t) + F(X(t))ldt + G(X(t))dW(t), te]0,T],

(Financial modeling, stochastic epidemic models, stochastic forcing in
heat transfer, filtering etc.)

e Aim: Estimate E[W(X(T))] by MLMC methods, where V¥ is a given
(deterministic) functional.
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Stochastic Partial Differential Equations

@ Let H be a separable Hilbert space (e.g. H= L?(D)), T >0 and
consider the H-valued It6-SDE

dX(t) = [AX(t) + F(X(t))ldt + G(X(t))dW(t), te]0,T],

(Financial modeling, stochastic epidemic models, stochastic forcing in
heat transfer, filtering etc.)
e Aim: Estimate E[W(X(T))] by MLMC methods, where V¥ is a given
(deterministic) functional.
@ Potential issues:
o low temporal and spatial regularity
e variance of the corrections in a MLMC Euler scheme decays slowly with
order O(At).
e Milstein schemes yield faster decay, but require the simulation of
iterated integrals.
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Stochastic Partial Differential Equations

Let H be a separable Hilbert space (e.g. H= L?(D)), T >0 and
consider the H-valued It6-SDE

dX(t) = [AX(t) + F(X(t))ldt + G(X(t))dW(t), te]0,T],

(Financial modeling, stochastic epidemic models, stochastic forcing in
heat transfer, filtering etc.)
Aim: Estimate E[W(X(T))] by MLMC methods, where V is a given
(deterministic) functional.
Potential issues:
o low temporal and spatial regularity
e variance of the corrections in a MLMC Euler scheme decays slowly with
order O(At).
e Milstein schemes yield faster decay, but require the simulation of
iterated integrals.
Extend the antithetic coupling within a truncated Milstein scheme, as
proposed by Giles and Szpruch for finite-dim, to the infinite
dimensional setting.
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Model problem & Assumptions

dX(t) = [AX(t)+F(X(t))]dt+G(X(£))dW(t), te[0,T], X(0) = Xo.
(SPDE)
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Model problem & Assumptions

dX(t) = [AX(t)+F(X(t))]dt+G(X(£))dW(t), te[0,T], X(0) = Xo.
(SPDE)

e A: D(A) C H— H is a densely defined, self-adjoint, linear operator.
Further, A generates an analytic semigroup

(S(t) = e, t > 0) C L(H) and is boundedly invertible. (e.g.
A=A)
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Model problem & Assumptions

dX(t) = [AX(t)+F(X(t))]dt+G(X(t))dW(t), te0,T], X(0)= Xo.
(SPDE)
e A: D(A) C H— H is a densely defined, self-adjoint, linear operator.
Further, A generates an analytic semigroup
(S(t) = e, t > 0) C L(H) and is boundedly invertible. (e.g.
A=A)

e F:H — His a (Lipschitz) non-linearity.
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Model problem & Assumptions

dX(t) = [AX(t)+F(X(t))]dt+G(X(t))dW(t), te[0,T], X(0)= Xo.
(SPDE)
e A: D(A) C H— H is a densely defined, self-adjoint, linear operator.
Further, A generates an analytic semigroup
(S(t) = e, t > 0) C L(H) and is boundedly invertible. (e.g.
A=A)
e F:H — His a (Lipschitz) non-linearity.
o W:Qx|[0,T] — H is a Q-Wiener process with trace class
covariance operator Q € L] (H).
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Model problem & Assumptions

dX(t) = [AX(t)+F(X(t))]dt+G(X(£))dW(t), te[0,T], X(0) = Xo.
(SPDE)

e A: D(A) C H— H is a densely defined, self-adjoint, linear operator.
Further, A generates an analytic semigroup
(S(t) = e, t > 0) C L(H) and is boundedly invertible. (e.g.
A=A)

e F:H — His a (Lipschitz) non-linearity.

o W:Qx|[0,T] — H is a Q-Wiener process with trace class
covariance operator Q € L] (H).

o G:H— Lys(H; H) is Lipschitz, where H := QY/?H is the RKHS
associated to Q.
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Model problem & Assumptions

dX(t) = [AX(t)+F(X(t))]dt+G(X(£))dW(t), te[0,T], X(0) = Xo.
(SPDE)

e A: D(A) C H— H is a densely defined, self-adjoint, linear operator.
Further, A generates an analytic semigroup
(S(t) = e, t > 0) C L(H) and is boundedly invertible. (e.g.
A=A)

e F:H — His a (Lipschitz) non-linearity.

o W:Qx|[0,T] — H is a Q-Wiener process with trace class
covariance operator Q € L] (H).

o G:H— Lys(H; H) is Lipschitz, where H := QY/?H is the RKHS
associated to Q.

o Xo € L2(Q; H).
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Regularity of mild solutions

There is a unique mild solution X : Q x [0, T] — H to (SPDE), given by
X(t) = 5(t)Xo + /tS(t — s)F(X(s))ds + /tS(t —5)G(X(s))dW(s),
0 0

for t € [0, T]. Under mild assumptions: X(t) € LP(S; H®) for some
>0, te(0,T]and H* := D((—A)*?).
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Pathwise approximations

@ Spatial approximation: Replace H by a discrete subspace Vjy with
dim(Vy) = N € N and let Py : H — V) be the ONP onto V. The
discrete operator Ay : Viy — V) generates a semigroup
Sy = (SN(t), t> 0) on V.
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Pathwise approximations

@ Spatial approximation: Replace H by a discrete subspace Vjy with
dim(Vy) = N € N and let Py : H — V) be the ONP onto V. The
discrete operator Ay : Viy — V) generates a semigroup
Sy = (SN(t), t> 0) on V.

o Noise approximation: Let (e, k € N) denote the (orthonormal)
eigenbasis of Q. We use a truncated Karhunen-Loéve expansion to
approximate W via

Mx

W(t) ~ ), ex)Hek, K eN.

k:l

where {(W/(t), ex)n}« is a sequence of real-valued and independent
Brownian motions with variance 7, = (Qex, ex)y (the k'th eigenvalue

of Q).
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Pathwise approximations (cont.)

@ Time stepping: Use M € N time steps and a rational approximation
r(AtAn) ~ Sn(At) for At = T/m.

N
F(AAN)Y =D r(AtA)(v, ) nfa, v E H.

n=1

given the H-orthonormal eigenbasis (f1,. . ., fy) C Vi of
eigenfunctions of (—Ay), with corresponding non-decreasing
eigenvalues (A1,...,An).
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Assumptions on pathwise approximations

© The rational approximation r of Sy is of order g € N and stable.
That is, r(z) = e 2+ O(z9"1) as z = 0, |r(z)| < 1 for z > 0 and
lim,_o r(z) =0.

@ Subspace approximation property: Fix a > 0 and let (Viy, N € N) be
a sequence of subspaces Viy C V such that dim(Vy) = N. There are
constants C, & > 0, depending on « and d, such that for any N € N
and any v € H® there holds
Iv=Puvils < CNEV]iga,  and AR V2 Puvlli < ClIV]| grinaa-

© Strong convergence: There are constants C, a, 8 > 0 such that for
p € (0,8] and all discretization parameters M, N, K € N there holds
the strong error estimate

max IX(mAL) = YN oy < C (M*I/Z L NE K*5> '

m=0,...,
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Truncated Milstein scheme

XN(t) = SN(I')PNXO + /Ot SN(t — S)PNF(XN(S))C/S

+ /t Sn(t —s)PyG(Xn(s))dW(s).
0

From now on, assume F = 0. For fixed M, N, K, the truncated Milstein
iteration is obtained using first order Taylor expansion of G and reads
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Truncated Milstein scheme

XN(t) = SN(I')PNXO + /Ot SN(t — S)PNF(XN(S))C/S

+ /t Sn(t —s)PyG(Xn(s))dW(s).
0

From now on, assume F = 0. For fixed M, N, K, the truncated Milstein
iteration is obtained using first order Taylor expansion of G and reads

YK = H(AtAN) PN Y NHK - H(AtAN) PN G(Y N9 A Wi
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Truncated Milstein scheme

XN(t) = SN(I')PNXO + /Ot SN(t — S)PNF(XN(S))C/S

+ /t Sn(t —s)PyG(Xn(s))dW(s).
0

From now on, assume F = 0. For fixed M, N, K, the truncated Milstein
iteration is obtained using first order Taylor expansion of G and reads

YK = H(AtAN) PN Y NHK - H(AtAN) PN G(Y N9 A Wi

AtAN) P,
+f( n)Pn

K
TN () (PG (Y ) i)

k=1
mek(AkaAmW/ — (5k7/At).

where wy are standard Brownian processes and (ex, k € N) denote the
eigenfunctions of Q with corresponding eigenvalues (7x, k € N) C Rxq in

decaying order.
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We introduce a continuous, square-integrable, £1(H)-valued, martingale
on [tm, T]

K
WmJ((S) = (WK(S)— WK(tm))®(WK(S)— WK(tm))—(S—tm) Z Nk kD€,
k=1
with a corresponding £1(H)-valued increment
K
AWk = BnWi @ Wi — At 1 e @ €.
k=1
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We introduce a continuous, square-integrable, £1(H)-valued, martingale
on [tm, T]

K
WmJ((S) = (WK(S)— WK(tm))®(WK(S)— WK(tm))—(S—tm) Z Nk kD€,
k=1
with a corresponding £1(H)-valued increment
K
AWk = BnWi @ Wi — At 1 e @ €.
k=1

And defined G : H — Lus(Lus(#H); H) such that the truncated Milstein is
written as

Vit = r(AtAN) Py (YK 4+ GOYNS) B Wi + G(Y M) B Wi )
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Antithetic coupling
Fix M, N, K € N and let the coarse scale discretization be given by

Y1 = r(AtAN) PN (Y + G(Y) Am Wik + G(Yn) AmWin k)

form=0,...,M— 1.
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Antithetic coupling

Fix M, N, K € N and let the coarse scale discretization be given by

YC

m

+1 — r(AtAN)PN(Yrgr + G(Y;)Am WK + g(yrfy)Ame,K)
form=0,...,M— 1.

Fine scale: Let 6t := At/2 and denote for m = 0,1/2,1,..., M —1/2. M, the
corresponding " fine increments” d,, Wk and 6, W, i, so that

ApWk = 0my12Wk + 0mWk
AmVVm,K,c = 6m+1/2Wm,Kf + 5m m,K¢
_l’_
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Antithetic coupling

Fix M, N, K € N and let the coarse scale discretization be given by

YC

m

+1 — r(AtAN)PN(Yrgr + G(YIZ)AH’I WK + g(yrfy)Ame,K)
form=0,...,M— 1.

Fine scale: Let 6t := At/2 and denote for m = 0,1/2,1,..., M —1/2. M, the
corresponding " fine increments” d,, Wk and 6, W, i, so that

ApWk = 0my12Wk + 0mWk
AmVVm,K,c = 6m+1/2Wm,Kf + 5m m,K¢
+ 5m+1/2 WKf QOm WKf +O0m WKf X 6m+1/2 WKf
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Antithetic coupling

The fine discretization with 2M time steps and Nf > N, K¢ > K is then
given by

er7+1/2 = r(étANf)PNf(YrZ + G(Yr;) + g(yrfv) )7
Y1 = r(6tAN )P, (Y10 + GY S i1/2)0my1/2 Wi,
+ g(yrrfw+1/2)5m+1/2wm,Kf)‘
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Antithetic coupling

The fine discretization with 2M time steps and Nf > N, K¢ > K is then
given by

er7+1/2 = r((StANf)PNF(YI‘f‘l + G(Yr;) + g(yrfv) )7
Y1 = r(6tAN )P, (Y10 + GY S i1/2)0my1/2 Wi,
+ Q( m+1/2)5m+1/2Wm Kf)

The antithetic counter part of the fine discretization is

Yoi12 = r(6tAN, ) Pr, (Vi + G(Yi)ome1/2Wi, +G(Yi)dmi1/2Wm k)
Ym+1 = r(5tANf)PNf(Ym+1/2 + G(Y, +1/2)
+ Q( +1/2) )
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Antithetic coupling Il

We aim to estimate E[W(X(T))] for ¥ € C2(H;R) with MLMC.
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Antithetic coupling Il

We aim to estimate E[W(X(T))] for ¥ € C2(H;R) with MLMC.

Rather than using W(Y/,) on the fine levels of the MLMC estimator, we
use the antithetic average

< YY) e (YR)
\UM = 5 .
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Antithetic coupling Il

We aim to estimate E[W(X(T))] for ¥ € C2(H;R) with MLMC.

Rather than using W(Y/,) on the fine levels of the MLMC estimator, we
use the antithetic average

(/R 1041
5 .

For any W € C2(H;R) it holds that that
o E[Wi]=E[W(Y})],

(no additional bias)
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Antithetic coupling Il

We aim to estimate E[W(X(T))] for ¥ € C2(H;R) with MLMC.

Rather than using W(Y/,) on the fine levels of the MLMC estimator, we

use the antithetic average

¥, YO + ()
5 .
For any W € C2(H;R) it holds that that
o E[Wm]=E[W(Y])], (no additional bias)

o E[[Wy — W(X(T))] < C (ML 4 N2 4 k=20,
(strong error preserved)
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Antithetic coupling Il

We aim to estimate E[W(X(T))] for ¥ € C2(H;R) with MLMC.

Rather than using W(Y/,) on the fine levels of the MLMC estimator, we

use the antithetic average

V(YD) +V(YR)

WM = 5 .

For any W € C2(H;R) it holds that that
o E[Wm]=E[W(Y])], (no additional bias)
o E[[Wy — W(X(T))] < C (ML 4 N2 4 k=20,
(strong error preserved)

J— Yf Ya
@ For Yy = W there holds

E[[Wn — V(Y] < CE[IYMm = Yl
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Antithetic coupling Il

We aim to estimate E[W(X(T))] for ¥ € C2(H;R) with MLMC.

Rather than using W(Y/,) on the fine levels of the MLMC estimator, we

use the antithetic average

V(YD) +V(YR)

WM = 5 .

For any W € C2(H;R) it holds that that
o E[Wm]=E[W(Y])], (no additional bias)
o E[[Wy — W(X(T))] < C (ML 4 N2 4 k=20,
(strong error preserved)

° ForjM = M there holis
E[[Wm — W(YZ)P] < CE[|Ym — YglZ]

= " Antithetic variances” decay faster than O(M~1).

Haji-Ali (HWU) Antithetic Milstein scheme for SPDEs KAUST, 28 May, 2024

18 /27



Improved variance decay for antithetic coupling in SPDEs

Theorem (H.-A. and A. Stein, 2023)

Let sup.eo, 7 X(t) € L3(Q; HY) hold for some a > 1, and let

M, N¢, N, K, K € N be such that Nf > N and K¢ > K. Under suitable
assumptions on F, G (twice Fréchet differentiable with bounded
derivatives, linear growth, ...), Xo and Q, there is a constant C > 0,
independent of M, N, and K, such that the corrections in the antithetic
Milstein scheme satisfy

E[HVM - Y/\C//H%/] < C (M_mi"(av2) + N—Z& + K_26> .

Recall that for the Euler/truncated Milstein scheme without antithetic
correction, we have

B[Ny — Vialy] < € (M1 4+ N723 4 20).
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Proof ideas

Prove that G is Fréchet differentiable, then using a Taylor expansion of G
and G, write

Y1 = r(0tAN,)2 P, (Yo + G(Y m) A Wi, + G(Y ) AmWin ;)
+Z=m+ Om,

where Emabm : Q — H are random variables such that
E|Eml3] < CAR (Mm@ 4 N2 4 g4,

E[Om|Ft,1=0 and E[[[Om|F] < CAt(M‘ min(a,2) 4 200 4 K;“ﬁ).

Then expand the difference Y — Y and use Gronwall's inequality.
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Proof ideas: Regularity limit

During expansion, we will have terms of the form
F(r(0tAn,)Ym) — r(6tAN,) Pu, F(Yr)
= F(Y) + FI(62) [ r(6tAN,) Y, = Y| = r(0tAn )P F(YE) (1)
= [1 = r(6tAN ) PN | F(YE) + F(€2) | r(otA,) — 1] Vi,

Wherein, for example,

E StA nvel? | < iroea 1| E[|| Y/ |2
[troean) = 15| | < lr@tAn) = 12 0 ) ELIYAIZ]
Finally, this is bounded using
[r(6tA) = zegga py < [P (0tA) = SO £eggar iy + 115(8) = Tl £pe )
< Cot.

From (Thomée, 2007) and (Pazy, 1983). Similar bounds hold when
considering G and G after using Burkholder-Davis-Gundy inequality.
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We can balance the errors via N &~ M™"@2/2& and K a~ M™"@9/25 op 4|
levels.
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We can balance the errors via N &~ M™"@2/2& and K a~ M™"@9/25 op 4|

levels.

Let W € C2(H;R), Mp € N, and let M, := Mp2" for £ € No.
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We can balance the errors via N &~ M™"@2/2& and K a~ M™"@9/25 op 4|

levels.

Let ¥ € Cg(H;R), Mo € N, and let My := My2¢ for ¢ € Ny. Assume that
@ there are C > 0 and v = v(G) > 0 such that

" Cost of sampling Wy on level £* < CM, ™7, ¥f € No.
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We can balance the errors via N &~ M™"@2/2& and K a~ M™"@9/25 op 4|

levels.

Let ¥ € Cg(H;R), Mo € N, and let My := My2¢ for ¢ € Ny. Assume that
@ there are C > 0 and v = v(G) > 0 such that

" Cost of sampling Wy on level £* < CM, ™7, ¥f € No.

e for any § € (0,1) there is a constant C = C(V¥,J) > 0 such that

[E[W(X(T)] — E[W(Yp )] < cm; 070, e e N
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Theorem (H.-A. and A. Stein, 2023)

Under the previous conditions, there exists for any e € (0,e~1) an
antithetic MLMC-Milstein estimator Ef"(W ) such that

E[|EZ™(Wn) — E[W(X(T)]?] < 2.




Theorem (H.-A. and A. Stein, 2023)

Under the previous conditions, there exists for any € € (0,e71) an
antithetic MLMC-Milstein estimator Ef™ (W) such that

E[|EZ™(Wn) — E[W(X(T)]?] < 2.

The computational complexity Cyir, to compute a realization of Ef"t"(WM)
is bounded by

Ce2, min(a,2) > 1+,
Cur < { Ce?[log(e)P?, min(a,2) =1+ 7,

o 1+v—ril§(a,2)

Ce™ I , min(o,2) < 1+47.




Numerical example: Stochastic heat equation

o Let D=[0,1] d € {1,2,3}, H:= L?(D) and let A := A be the
Laplace-operator with hom. Dirichlet BCs. The eigenpairs
((An; fn), k € N) of (—A) are given in closed form (X, oc n?/9)
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Numerical example: Stochastic heat equation

o Let D=[0,1] d € {1,2,3}, H:= L?(D) and let A := A be the
Laplace-operator with hom. Dirichlet BCs. The eigenpairs
((An; fn), k € N) of (—A) are given in closed form (X, oc n?/9)

e W is a Q-Wiener process with operator Q = ((—A)~*) for a
smoothness parameter s > d /2.
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Numerical example: Stochastic heat equation

o Let D=[0,1] d € {1,2,3}, H:= L?(D) and let A := A be the
Laplace-operator with hom. Dirichlet BCs. The eigenpairs
((An, ), k € N) of (—A) are given in closed form (\, o n?/9)

e W is a Q-Wiener process with operator Q = ((—A)~*) for a
smoothness parameter s > d /2.

@ We consider the stochastic heat equation given by

dX(t) = AX(t)dt + G(X(t))dW(t), X(0)= Xo, (2)

for a random Xp € L8(Q; H?) and with diffusion coefficient
G :Hw— Lys(H; H) given by (for v e H,u € H)

o0
G(v)u = (v,e)nej1(u, /i1 r1)n +i > “ei(u, /mje)n
j=1
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Numerical example: Stochastic heat equation

o Let D=[0,1] d € {1,2,3}, H:= L?(D) and let A := A be the
Laplace-operator with hom. Dirichlet BCs. The eigenpairs
((An, ), k € N) of (—A) are given in closed form (\, o n?/9)

e W is a Q-Wiener process with operator Q = ((—A)~*) for a
smoothness parameter s > d /2.

@ We consider the stochastic heat equation given by

dX(t) = AX(t)dt + G(X(t))dW(t), X(0)= Xo, (2)

for a random Xp € L8(Q; H?) and with diffusion coefficient
G :Hw— Lys(H; H) given by (for v e H,u € H)

o0
G(v)u = (v,e)nej1(u, /i1 r1)n +i > “ei(u, /mje)n
j=1

o It holds that X(t) € L8(Q; H*) for a € [1, min(1 + s, 2)).
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Numerical example: Stochastic heat equation

o Let D=[0,1] d € {1,2,3}, H:= L?(D) and let A := A be the
Laplace-operator with hom. Dirichlet BCs. The eigenpairs
((An, ), k € N) of (—A) are given in closed form (\, o n?/9)

e W is a Q-Wiener process with operator Q = ((—A)~*) for a
smoothness parameter s > d /2.

@ We consider the stochastic heat equation given by

dX(t) = AX(t)dt + G(X(t))dW(t), X(0)= Xo, (2)
for a random Xp € L8(Q; H?) and with diffusion coefficient
G :Hw— Lys(H; H) given by (for v e H,u € H)
G(v)u = (v,e)nej1(u, /i1 r1)n +i > “ei(u, /mje)n
j=1
o It holds that X(t) € L8(Q; H*) for a € [1, min(1 + s, 2)).
@ We combine the antithetic Milstein scheme with a spectral Galerkin
approach and truncated Karhunen-Loeve expansions for W. All errors

are balanced via & = o and 8 = 5/d — 1/2.
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Figure: (left) Shows the the variance for the antithetic estimator and the variance
for the “Standard” truncated Milstein estimator without the antithetic correction,

for the smoothness parameter s = 3d/4. (right) Shows the relative variance
decay between the two estimators, for different smoothness parameters s. The

variance estimates were obtained using Monte Carlo sampling with at least 4000
samples. Recall @@ < min(1+s,2).
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Figure: (left) Shows the the variance for the antithetic estimator and the variance
for the “Standard” truncated Milstein estimator without the antithetic correction,
for the smoothness parameter s = 3d/4. (right) Shows the relative variance
decay between the two estimators, for different smoothness parameters s. The
variance estimates were obtained using Monte Carlo sampling with at least 4000
samples. Recall @@ < min(1+s,2).
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Figure: (left) Shows the the variance for the antithetic estimator and the variance
for the “Standard” truncated Milstein estimator without the antithetic correction,
for the smoothness parameter s = 3d/4. (right) Shows the relative variance
decay between the two estimators, for different smoothness parameters s. The
variance estimates were obtained using Monte Carlo sampling with at least 4000
samples. Recall @ < min(1+s,2).
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Conclusions and outlook

Summary:
o Infinite-dimensional antithetic Milstein scheme for (parabolic) SPDEs.
Avoids simulation of iterated integrals.
Improved complexity (under certain conditions).
Increase in efficiency depends on smoothness of the mild solution.
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Conclusions and outlook

Summary:
o Infinite-dimensional antithetic Milstein scheme for (parabolic) SPDEs.
Avoids simulation of iterated integrals.
Improved complexity (under certain conditions).
Increase in efficiency depends on smoothness of the mild solution.

Next steps:

e Treatment of noise approximation (antithetic/improved).

e Milstein (and truncated Milstein) has a quadratic cost for dense
operators!

@ Develop an antithetic Lévy area approximation for path dependent
estimates.

o SPDEs with Lévy noise (= BDG inequalities).

@ Relax assumptions on F and G (Lipschitz and piece-wise
twice-differentiable).

o First-order hyperbolic SPDEs (exploit weak formulation).

@ Tamed schemes for non-Lipschitz drift coefficients.
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